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I. Introduction 

The General Data Protection Regulation (GDPR) has entered into force on the 25th May of 2018. For 

the first time in the history of the European Union, provisions to shape the fundamental right to protect 

“natural persons in relation to the processing of personal data”1) are now directly applicable in all member 

states.2) As a result, companies dealing with personal data will have to follow a fully harmonized set of 

rules for data protection – whether they are located in Helsinki, Prague, Lisbon, Rome or Nicosia.3) 

The new “Magna Charta of European Data Protection”4) pursues ambitious goals: it doesn’t only want to 

“facilitate the free flow of personal data within the Union (…), while ensuring a high level of the protection 

of personal data”5) and give people control over their personal data6) – it also wants to make sure that 

software is “designed to serve mankind”7). While the basic legal doctrine of data regulation law has its 

origins in the paper-based era and still mainly focusses on the processing of singular data sets (like the 

nationality or address of a natural person), the GDPR also tries to find a suitable normative framework 

that can achieve a “consistent and high level of protection of natural persons”8).

1) Recital 1 GDPR.
2) Previously, the Directive 95/46/EC served as a common legal framework that member states had to specify fully through national legislation.
3) �However, while the GDPR encompasses the processing of personal data almost entirely, there are exceptions (e.g. Art. 2 sec. 2 lit. b, d) and 

numerous so called “escape clauses” for the public sector. The reason for a different regulatory treatment of public entities is that the EU 
seeks to and must respect state sovereignty of the member states (principle of subsidiarity).

4) Martini/Kühling, EuZW 2016, 448 (449).
5) Recital 6 sentence 5 GDPR.
6) Recital 7 sentence 2 GDPR.
7) Recital 4 sentence 1 GDPR.
8) Recital 10 sentence 1 GDPR.
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Nevertheless, the Union legislator is far from being ignorant about the rapid technological changes and 

the increased importance of privacy regulation in the digital age.9) Nowadays, many individuals share 

personal data freely on the social web – and data companies (and state authorities) accumulate them 

through massive data collection, analyze them with the help of complex algorithms and derive sensitive 

knowledge about the personality of the individual. In times of globalized data capitalism, the data market 

also doesn’t stop at the doorstep of the EU, but the information traffic rather crosses borders10) and takes 

place worldwide. 

In times where digitization and globalization enforce each other’s powerful impact on societies worldwide, 

it becomes increasingly difficult to establish legal terminology and a regulatory framework that fits for the 

diverse sectors and use cases of the processing of personal data. Even though the legislator has seen 

the problems of the old Directive11), the GDPR still keeps its basic regulatory technique: a general ban 

with a reservation of authorization (German: “Verbot mit Erlaubnisvorbehalt”). As a result, all processing 

of personal data is forbidden in a first step and needs to rely on either consent of the data subject or an-

other legal basis (see Art. 6(2) lit. a–f GDPR) to be legally permitted. On top, the GDPR intentionally stays 

strictly technology-neutral12) and chooses highly abstract prescriptions for all forms of data processing.13)

In order to cover the broad field of different data-driven technologies and applications, however, the GDPR 

has also come up with some new legal concepts. It hasn’t only improved the possibilities of specification 

through certification mechanisms (Art. 42 GDPR), but has also strengthened the position of the European 

Data Protection Board (EDPB, Art. 68 GDPR). Furthermore, it has implemented legal techniques that shift 

9) ‌�See Recital 6 GDPR.
10) The transfer of personal data to third countries or international organizations is regulated in the 5th Chapter of the GDPR (Art. 44 ff. GDPR).
11) �See Recital 9 sentence 1: “It has not prevented fragmentation in the implementation of data protection across the Union, legal uncertainty 

or a widespread public perception that there are significant risks to the protection of natural persons, in particular with regard to online 
activity.” 

12) �See Recital 15. The main reason for this regulatory decision being the “risk of circumvention”: If only specific sectors or applications would 
be subject of a general ban and others would be generally allowed, controllers would feel an incentive to pursue strategies to bypass the 
legal scope.

13) �In order to specify the legal obligations for a certain technology or application, the GDPR establishes methods of self-regulation or 
certification. See for the case of blockchain technology Wirth/Kolain (2018).
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the regulatory focus slightly from the single data set to the question of how much of a danger a certain 

processing constitutes for rights and freedoms of the individual.

One example is the Data Protection Impact Assessment (DPIA) in Art. 35 GDPR. It employs the terminol-

ogy of a “high risk” as its central vehicle – and thus is widely seen as a manifestation of a risk-based 

approach.14) But also apart from that, the instrument of DPIA entails a number of interesting novelties as 

a tool of privacy regulation, such as black- and white-lists of the data protection authorities that specify 

the term “high risk” (Art. 35(4) and (5) GDPR).

In front of this background, this Issue Paper will introduce the instrument of “impact assessments” firstly 

in a general way (B.) to then focus on the new instrument of a DPIA according to Art. 35 GDPR (C). It takes 

a critical look at the new regulation in order to discover possible weaknesses and limitations: The criti-

cism is then accumulated to proposals for future reform of the GDPR that can also serve as a blueprint 

for non-EU countries considering to adopt the instrument of a DPIA in their national legislation (D.). The 

paper ends with a conclusion (E.).

1. The concept of impact assessments

The method of impact assessments is not a specific feature of data protection law.15) Actually, it has 

mostly been developed and put in place in different sectors, e.g. in environmental law16). Furthermore, 

there is a long tradition of “law impact assessments” in general and “technology impact assessment”, 

also concerning new regulation, in particular.17) Also countries like the New Zealand, Australia or Canada 

14) �The instrument is not entirely new in data protection law. Art. 20 of the Directive 95/46/EG has laid down an obligation to “prior checking” 
for “processing operations likely to present specific risks to the rights and freedoms of data subjects”.

15) Morrison-Saunder et. al. (2014), p. 3.
16) For an overview Morgan (2012).
17) �For a historical overview from technology assessment to impact statement and impact assessment, Clarke, R. (2009). For a transformation 

into a “wider Social Impact Assessment”, Edwards et. al. (2016). 
In Germany there has been a tradition of impact assessments mostly carried out by the “Office of Technology Assessment at the German 
Bundestag” and also by the “Institute for Regulatory Impact Assessment and Evaluation (InGFA)” at the German Research Institute of Public 
Administration Speyer. See also the framework for standardization of ISO/IEC 29134:2017 (Guidelines for privacy impact assessment).
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can look back on a longer lasting experience with the instrument of impact assessments in privacy law.18) 

Also in the EU, some frameworks for a DPIA have been published.19) 

Thus, the GDPR has chosen to implement a regulatory instrument that has been tried and proven already, 

even though not specifically in regard to the risks of “rights and freedoms of natural persons” under data 

protection law.20) At its core it is also not a legal instrument, but stems from empirical methods of social 

sciences.

2. Overview of Art. 35 GDPR

Art. 35 GDPR constitutes of eleven paragraphs and has included several regulatory methods. It can serve 

as an interesting example of the regulatory “state of the art” in EU-law, combining state law and supervi-

sion with specification and self-regulation.

18) �For an overview of “privacy impact assessments” before the GDPA has come into force, Wright et. al. (2013), especially the overview on 
p. 172. See also Bamberger/Mulligan (2013), p. 1660 ff.

19) For an overview, see Article 29 Data Protection Working Party (2017), p. 21 (Annex 1).
20) See also Martini (2018), paragraph 3: A DPIA is a subset of technology impact assessments.

Art. 35 GDPR

Section 1:
Legal 

obligation 
to a DPIA

Section 2:
Advice of 

DPO

Section 3:
Specification 

by law

Section 4:
Black list of 
supervisory 

bodies 
(“shall”)

Section 5:
White list of 
supervisory 

bodies 
(“may”)

Section 6:
Consistency 
mechanism

Section 7:
Method & 

structure of 
a DPIA

Section 8:
Approved 
codes of 
conduct

Section 9:
Consultation 

of data 
subject

Section 10:
Exceptions

Section 11:
Review 

(iterative 
instrument)

Figure 1: Basic normativie structure of Art. 35 GDPR
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However, instead of commenting each section individually, this paper chooses a different method: After 

giving further insights about what a DPIA according to Art. 35 GDPR is (I.), why the legislator has imple-

mented the instrument (II.) and who is involved in carrying it out (III.), it takes a closer look on the term 

of a “high risk for the rights and freedoms of natural persons” (IV.). Afterwards, it briefly answers the 

questions: when a DPIA has to take place (V.) and how it shall be conducted in an ideal way (V.). Thus, 

hopefully, a comprehensive description of the content of Art. 35 GDPR for the readers can be achieved.

1) What is a DPIA?

A DPIA is a process for building and demonstrating compliance with data protection regulation, respec-

tively identifying those data processing operations that are not (yet) GDPR-compliant.21) It incentivizes 

data controllers to reflect on the legality and robustness of their application before they put them to 

practical use. Subject of the DPIA can either be a single or a set of similar processing operations.22)

Since the DPIA has to take place before a product comes onto the market, it has the potential to serve 

as an “early warning system”23) for controllers. It encourages them to an ex ante reflection about the po-

tential risks of their applications – and spares the supervisory bodies some effort in controlling software 

applications on an ex post basis. Furthermore, it can serve as a tool to improve the overall quality of 

products and services – and thus create trust in digital technologies.

21) �Some suggest that “data protection” is too narrow, and propose to focus on the term “Privacy Impact Assessment”. See Wright et. al. 
(2013), p. 162. They define a PIA as a “methodology for assessing the impacts on privacy of a project, technology, product, service, 
policy, programme or other initiative and, in consultation with stakeholders, for taking remedial actions as necessary in order to avoid or 
minimize negative impacts."

22) �See Art. 35(1) sentence 2 and Recital 92 GDPR. Article 29 Data Protection Working Party (2017) gives examples for similar processes 
(“a group of municipal authorities that are each setting up a similar CCTV system” or “a railway operator (single controller) could cover 
video surveillance in all its train stations with one DPIA”, p. 7) or for a technology product (“the relationship between manufacturers of 
smart meters and utility companies”, p. 8).

23) Wright et. al. (2013), p. 162.
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An inherent part of the current Art. 35 GDPR is that the risk assessment of a certain application is not a 

singular event – in two ways: 

•	 First, the obligation to review a DPIA when the risk changes (Art. 35(11) GDPR) makes it a recurring control 

mechanism. To fulfill the legal requirements, companies that process personal data will have to implement 

a corporate compliance system for risk management.24) In this way, a rise in awareness about privacy risks 

in software products as well as more sophisticated management practices concerning privacy issues can 

be expected.

•	 Second, and more importantly, the assessment always has to consider and – in the best-case scenario – 

trigger adequate countermeasures in order to confront the “high risk”. Thus, the questions of “is there a 

risk?” and “how can we reduce the risk?” need to be addressed together.

A considerable fact about the concept of a DPIA according to Art. 35 GDPR is the distribution of responsi-

bilities between the controller and the supervisory authority. Art. 36 GDPR (and Recital 84 GDPR) makes 

clear that a notification of the supervisory authority is only necessary – especially after a DPIA has been 

carried out by the controller – if there is a residual high risk in spite of all possible countermeasures to 

mitigate the risk. In other words: If the controller detects a high risk initially, but is able to reduce it sig-

nificantly through technical and organizational measures in the course of the DPIA, he does not have to 

notify the supervisory authority at all. If there remains a “high risk”, the controller is obligated to consult 

the supervisory authority prior to processing.25) 

24) �According to Wright et. al. (2013), p. 173, it should be “embedded as part of the project management framework”. See also Hamidovic, 
H. (2010), p. 5 (“needs to be conducted as part of a formalized process”).

25) To go into the details of the procedure of Art. 36 GDPR would go beyond the scope of this paper.
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(initial) 
“high risk”?

(residual)
“high risk”?

No prior consultation 
of supervisory 

authority

Prior Consultation of 
supervisory authority

Exception?

(Art. 35 sec. 5, 
10 GDPR)

NO 
DPIA

DPIA

No No

No

Yes

Yes

Yes

Always possible in case of a breach:
1. Sanctions
2. Liability
3. Supervisory action

Figure 2: DPIA and prior consultation of supervisory authority

The chosen procedure has two faces: On the one hand it uses methods of self-regulation, involves the 

controller in a process of Privacy by Design and reduces the bureaucratic burden for the public admin-

istration. On the other hand, it opens room for a control deficit since there is no obligatory supervision of 

the internal task to assess whether there is a (initial or residual) high risk. A rather loose control system 

can thus serve as an incentive for companies to not take the obligation to carry out a DPIA too serious 

and, in the worst case, trigger a tendency towards cognitive dissonance in assessing the risk of their own 

application.26) In other words: A key success factor of the instrument is for it not to be “conducted in a 

mechanical fashion for the purposes of satisfying a legislative or bureaucratic requirement”27). 

However, the obligation to carry out a DPIA is more than a toothless tiger. An erroneous and unlawful 

26) �Companies will regularly feel the incentive to bring their product to the market as fast as possible in order to be able to monetize their 
ideas and solutions. This urge will generally be stronger than the effort of building a system that uses, accumulates and transfers as little 
personal data as possible. As a consequence, especially on the management level, there need to be strong reasons to carefully conduct 
a DPIA rather than seeing it as a “tick on the to-do-list” on the way to a marketable product.

27) Hamidovic (2010), p. 5.
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self-assessment within the DPIA can still release sanctions (Art. 83, 84 GDPR), supervisory actions (Art. 

58 GDPR) and liability claims (Art. 82 GDPR).28) 

2) Why is a DPIA necessary?

The legislator of the EU has chosen the DPIA as a regulatory instrument that allows both specification of 

legal obligations as well as flexibility for controllers.

First of all, the DPIA is – as well as the GDPR as a whole – a reaction to the dangers related to new digital 

technologies. Not only are digital applications growingly invading the individual lives of citizens – as a 

convenient replacement for analog processes of the past, but also in the economic interest of those trying 

to collect and monetize data. The more important personal data has become for economic success and 

the more profitable the data market is, the more relevant becomes the need for a well-suited, balanced 

and human-centered regulation. Additionally, many public scandals have diminished society’s trust in 

emerging technologies: the US-American whistleblower Edward Snowden has pointed out the scope of 

online surveillance through state actors, and the case of Cambridge Analytica has intensely shaken the 

trust in the business models of social networks.

Secondly, the DPIA is an expression of the risk-based approach that the GDPR has started to carefully 

implement in the legal framework of European data protection law. Yet, it is not specified what exactly con-

stitutes a “high risk”. However, it is precisely this circumstance that opens space for a more collaborative 

and distributed way of specifying legal obligations – and transferring them into technical standards.29) The 

past has shown that the supervisory authorities – equipped not only with limited resources, but also with 

a legal framework that needed big efforts of interpretation – were overstrained with their duties. Before 

this background, the DPIA can be a major mainstay for involving the data industry in defining high privacy 

standards. Additionally, it might serve as a door opener for technology- and sector-specific30) regulation.

28) See Article 29 Data Protection Working Party (2017), p. 4 and Martini (2018), paragraph 77. 
29) For details, see below C. IV.
30) �An example of a sector-specific DPIA-framework for Smart Grids already exists, see 
      https://ec.europa.eu/energy/sites/ener/files/documents/2014_dpia_smart_grids_forces.pdf.
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Since the DPIA bears the potential to trigger new compliance systems in data processing companies, 

it can become an integral part of bringing the idea of “Privacy by Design” to life. The GDPR has imple-

mented the concept in Art. 25(1) GDPR. The main thoughts behind Privacy by Design are to use proactive 

instruments in order to achieve a high level of privacy from an early stage of IT-development – it switches 

the control mechanisms from ex post to ex ante. Its motto could be paraphrased as “self-reflection before 

action”. The method aims to integrate as many technical, organizational and legal measures to protect 

personal data while keeping the system fully functional.

3) Who has to carry out a DPIA?

The DPIA is a duty of the controller.31) He doesn’t not only have to assess whether there is a “high risk” 

and come up with adequate countermeasures, but should also document this process32).

However, according to Art. 35(10) GDPR, it is not always the controller to be committed to the obliga-

tions of Art. 35 (1).33) This is especially the case if the legislator itself has already conducted a general 

regulatory impact assessment in the law-making process that has included matters of data protection.34)

The Data Protection Officer (DPO, Art. 38 & 39 GDPR) takes part only in an advisory role, as Art. 35(2) 

GDPR clarifies. As a result, the DPO is not liable for a faulty, in particular incomplete DPIA.35) If the data 

processing is shared between the controller and a data processor:36) the processor has to assist the 

controller in carrying out the DPIA (Art. 28(3) lit. f and Recital 95 GDPR). As an interesting novelty, Art. 

35(9) GDPR states that “the views of data subjects or their representatives” have to be considered in the 

31) �Legal definition in Art. 4(7) GDPR: “‘controller’ means the natural or legal person, public authority, agency or other body which, alone or 
jointly with others, determines the purposes and means of the processing of personal data (…)”.

32) This obligation mainly stems from Art. 30 GDPR.
33) A list of exception can also be found at Article 29 Data Protection Working Party (2017), p. 12 ff.
34) For details Martini (2018), paragraphs 64–71. 
35) �This consequence is mostly a result of how the GDPR defines and creates the position of a DPO. Foremost, the EU-legislator has chosen 

to shun the DPO from sanctions. For details (in German) Martini/Wagner/Wenzel (2018), p. 306, especially about the question if national 
law can deviate from the GDPR and establish sanctions for the DPO.

36) �He is defined as “a natural or legal person, public authority, agency or other body which processes personal data on behalf of the 
controller” (Art. 4(8) GDPR).
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GPRI: Even though the obligation stays vague,37) it opens a door to a more participatory process of impact 

assessment and can thus possibly increase the privacy level.38)

4) High risk for the rights and freedoms of a natural person

A DPIA is necessary, if there is a “high” (3.) “risk” (1.) to the “rights and freedoms of a natural person” (2.).

(1)	Risk

The GDPR offers no definition of a “risk”. In general terms, when we speak of a “risk”, we are focusing 

on a certain event and its possible consequences.39) The risk itself is the product of the likelihood and 

severity of a potential damage.40) To be more precise: The possibilities range from a very likely and high 

damage, a small damage that is very likely, a high damage that is unlikely to the point of a very unlikely 

and small damage. 

39) Martini (2018), paragraph 15a.
40) Article 29 Data Protection Working Party (2017), p. 5.

Figure 3: Actors involved in a DPIA

CONTROLLERData subject or 
represenatives

Data Protection 
Officer

Data processor

consults

advice
s

assists
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(2) Rights and freedoms of natural persons

When the GDPR talks about “the rights and freedoms of a natural person”, it mainly focusses on the right 

to privacy in terms of the protection of personal data. However, also other fundamental rights can be at 

stake – such as freedom of speech, thought and movement as well as the prohibition of discrimination.41) 

On top of that, Recital 85 illustrates how a violation of privacy regulations can, potentially, affect one’s 

rights and freedoms;42) also Art. 32(2) GDPR lists some potential damages that can occur.43) As is the 

rule, a “damage” can be physical, material or non-material (Recital 75 sentence 1 GDPR). Furthermore, 

“certain types of processing and the extent and frequency of processing” ought to be considered.44)

However, even though other parts of a technical system could lead to different damages,45) or a device 

could have enormous general social consequences,46) there always needs to be a connection to the pro-

cessing of personal data. The factors that may lead to a risk in terms of Art. 35(1) GDPR are limited to the 

“nature, scope, context and purposes of the processing [of personal data]”. 

(3) Specification of a “high risk”

The GDPR chooses a graduated system of specifying the indeterminate legal concept of a “high risk”. It 

involves specification by law, national and EU supervisory authorities and self-regulation.

41) Article 29 Data Protection Working Party (2017), p. 6.
42) �“loss of control over their personal data or limitation of their rights, discrimination, identity theft or fraud, financial loss, unauthorised 

reversal of pseudonymisation, damage to reputation, loss of confidentiality of personal data protected by professional secrecy or any 
other significant economic or social disadvantage to the natural person concerned.”

43) �“(…) from accidental or unlawful destruction, loss, alteration, unauthorised disclosure of, or access to personal data transmitted, stored 
or otherwise processed”

44) Recital 94 sentence 2 GDPR.
45) �For example: A robot that also processes personal data could be a danger for the health of a person because of faulty hardware, e.g. 

optical sensors. However, this particular risk is not associated to the processing of personal data and wouldn’t fall into the scope of a 
DPIA. On the contrary, risks that stem from the processing of personal data shall be considered in a DPIA (e.g. if the firmware of the robot 
malfunctions using facial recognition and denies a patient access to his medication) – and then it also includes financial or physical risks. 

46) �Using a smartphone is changing the modes of communication, bears addictiveness and simplifies surveillance. These broad aspects 
are not subject of a DPIA per se, but only if there is a risk factor that stems from the processing of personal data (e.g. if a certain OS is 
transmitting personal data to government agencies or a phone can easily be hacked).
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a) Specification by law

Art. 35(1) GDPR clarifies the scope of the term “high risk” by stating that “the nature, scope, context 

and purposes of the processing” are to be taken in account. Furthermore, Art. 35(3) GDPR defines some 

specific cases where a DPIA “shall in particular be required”:47) 

•	 When a “systematic and extensive evaluation of personal aspects […] which is based on automated 

processing, including profiling” leads to legal or similar effects for the natural person.48) (The DPIA has to 

consider the minimum requirements and measures laid down in Art. 22(3) GDPR.)

•	 When special categories of data referred to Art. 9(1) GDPR (such as health data, biometric data or data re-

vealing racial or ethnic origin, political opinions, religious or philosophical beliefs) or data relating to criminal 

convictions (Art. 10GDPR) are processed on a large scale.49)

•	 When publicly available areas are systematically monitored on a large scale. (The requirement mostly 

points towards CCTV-technology in public spaces).

b) Specification by supervisory authorities

The data protection supervisory authorities of the member states, their collaboration among each other, 

and the European Data Protection Board (EDPB) play an important role in the new privacy regime of the 

EU. The supervisory authorities have to be equipped with “complete independence”50) and shall be “pro-

vided with the financial and human resources, premises and infrastructure necessary for the effective 

performance of their tasks”51).

If the GDPR would consider it sufficient to establish three exclusive rule examples about constellations 

where a DPIA is compulsory necessary in Art. 35(3) GDPR, the consequence would be legal insecurity. 

47) �The list is “non-exhaustive”, Article 29 Data Protection Working Party (2017), p. 9.For further details about the interpretation Martini 
(2018), paragraphs 28–32.

48) See also Recital 71.
49) See also Recital 75.
50) Recital 117 sentence 1 GDPR.
51) Recital 120 sentence 1 GDPR.
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The specification of the abstract clauses would solely be left to courts, whose jurisdiction can take up to 

many years to be complete. In order to allow the EDPB and the member states to specify the terminology 

of a “high risk” more efficiently, Art. 35(4) (“shall”) and (5) (“may”) GDPR give the supervisory authorities 

the opportunity to come up with black and white lists. With these instruments, they can specify applica-

tions, sectors or other scenarios that need or do not need to be subject of a DPIA. In the meantime, some 

national supervisory authorities have already published their first black lists.52)

In order to harmonize the black and white lists, Art. 35(6) GDPR obliges the national supervisory au-

thorities to employ the so-called “consistency mechanism”53). Furthermore, the EDPR itself can issue 

guidelines, recommendations and best practices to specify the “high risk” (Art. 70(1) 1 lit. e GDPR).54) In 

spite of the possibilities to harmonize the black and white lists of the member states, the EDPR has so far 

given his opinion on 22 different concepts from the Member States.55) It can be expected that the way to 

a common understanding and legal certainty all over the EU is still long. 

Even before the GDPR has come into force, the Article 29 Data Protection Working Party that was set up 

under the old Directive, has already released its opinion on how to specify the “high risk”.56) In particular, 

it has come up with nine criteria57) to specify the “high risk” – if two of them are met, the controller shall 

consider to carry out a DPIA. It also gives some guidelines on when a processing operation should be 

part of a white list.58) The guidelines seem to have widely inspired the lists of the national supervisory 

authorities.

52) �See for example the list of the data protection authority of the city-state of Hamburg (Germany), https://datenschutz-hamburg.de/dsgvo-
information/art-35-mussliste-nicht-oeffentlich/. For an overview about all Opinions of the EDPB about the proposals of the Member 
states (so far), see https://edpb.europa.eu/our-work-tools/consistency-findings/opinions_en.

53) It is laid down in Art. 63 ff. GDPR and Recital 135. For details Martini (2018), paragraphs 40–43.
54) Article 29 Data Protection Working Party (2017), p. 5.
55) See https://edpb.europa.eu/news/news/2018/press-release-third-plenary-session-eu-japan-draft-adequacy-decision-dpia-lists_en.
56) Article 29 Data Protection Working Party (2017). The EDPA has endorsed the Guidelines.
57) Article 29 Data Protection Working Party (2017), p. 9 ff.
58) Article 29 Data Protection Working Party (2017), p. 12 ff.
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c) Specification by self-regulation

The GDPR follows the thought that controllers and processors may often know better than state authori-

ties how to reduce the privacy risks of a software application. Additionally, legal obligations might be 

followed more likely, if the economic actors have already been involved in the process of law-making. In 

order to include the data industry in the quest to find the best ways to protect personal data, Art. 35(8) 

GDPR makes clear that codes of conduct (Art. 40 GDPR)59) “shall be taken into due account (…) in par-

ticular for the purposes” of a DPIA. 

The provision is the expression of a normative compromise. One the one hand, the GDPR declares 

methods of self-regulation as an important tool that it wants to strengthen (also in order to relieve the 

supervisory authorities from some of their burdens). On the other hand, the EU legislator doesn’t want to 

transfer too much power to self-regulatory efforts of the industry: private actors are neither democrati-

cally legitimized to create binding law nor necessarily unbiased in their regulatory approach. Therefore, 

the GDPR leaves the final competence with the supervisory authorities while hoping that codes of con-

duct will complement the process of GDPR-specification.

5) When does the DPIA have to take place?

A DPIA generally has to take place prior to the processing. The EU legislator also had in mind to incentiv-

ize a recurrent system of risk management inside data processing companies and to restrict possibilities 

of circumvention. Therefore, Art. 35(11) GDPR makes clear that a DPIA also has to take place in case of a 

change of risk. It is “a continual process, not a one-time exercise”.60) Overall, the GDPIA follows the motto 

“check if it works, act if it changes”.

59) �Thus, the provision does not seem to include the possibility of certification mechanisms according to Art. 42 GDPR. A different view can 
be found in Article 29 Data Protection Working Party (2017), p. 16; it also states that Binding Corporate Rules (BCR) “should be taken 
into account as well”.

60) Article 29 Data Protection Working Party (2017), p. 14.
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6) How can a controller make a legally compliant DPIA?

With the DPIA, the legislator has introduced a potentially powerful tool in order to increase the privacy 

level in data-driven market segments. At the same time, there is the risk that the controller might either 

be subject to a costly and a time consuming burden or will make use of the instrument solely in a restric-

tive and limited way. With the danger of the DPIA being not more than paying a lip service to a worried 

public, Art. 35(7) GDPR establishes some ground work about how a compliant DPIA has to look like. It 

defines a minimum of content requirements.

On the one hand, Art. 35(7) GDPR gives some guidelines on how to implement the instrument in a run-

ning business process. But on the other hand, it does not specify a detailed and obligatory methodology. 

What seems to open room for circumvention at first glance, also serves to give space for the individual 

case in question. In the practical use, data controllers will have to derive their own methodology from the 

historical examples of impact assessments in other areas of society.61) Also existing frameworks, such as 

Standard Data Protection Model in Germany62) or the industry standard ISO/IEC 29134:2017, could play 

an important role in structuring the process. Last but not least, the Article 29 Data Protection Working 

Party has done some groundwork by collecting some common criteria.63) 

In short, the process of a DPIA can be defined as:

	 Establish context              assess the risk              treat the risk

To treat the risk, the controller has to choose technical and organizational measures “including safe-

guards, security measures and mechanisms to ensure the protection of personal data” (Art. 35(7)lit. d 

GDPR). Only if those measures are not suitable to reduce the danger and/or the likelihood of the process-

61) �See above B. For the question of what makes a DPIA “good” and further research see Wright et. al. (2013), p. 163: They come up with 
three main criteria: “Be more than a compliance check; be a process; be reviewed, updated and on-going throughout the life a project”. 
Furthermore they state “stakeholder consultation as a key issue” (p. 163). 

62) For an overview Article 29 Data Protection Working Party (2017), p. 21 (Annex 1).
63) �For an overview of different frameworks from all over the EU, see Article 29 Data Protection Working Party (2017), p. 22 (Annex 2). It 

also “encourages the development of sector-specific DPIA frameworks” (p. 17).
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ing risk under the threshold of a “high” one, the controller has to consult the supervisory authority (see 

Recital 84 sentence 4 GDPR and Art. 36 GDPR).

But the DPIA is not a static one-time scenario before a data processing is put into work. It rather forms 

an iterative process. In other words: It is a living and dynamic instrument. 

64) The figure is largely based on and inspired by Article 29 Data Protection Working Party (2017), p. 16.

Description of the 
process, incl. purposes

Assessment of necessity 
and proportionality in 
relation to purposes

Monitoring and review

List of Measures to reduce 
the initial risk

Evaluation of risks

Measures to address 
the risks

Figure 4: Iterative process of a DPIA65)
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II. Limitations 

The obligation to carry out a DPIA comes, firstly, as a burden for the economic freedom of every control-

ler. It causes the need for additional managerial tasks, slows down the process of marketing a product 

and consumes time and resources to come up with a legally compliant DPIA. One could either criticize 

this as an unnecessary burden and a potential downfall for innovative processes – or regard a DPIA as 

a necessary reflection process that can only effectively be enforced into the data economy by binding 

law. However, the DPIA is not an entirely new instrument, but replaces the necessity of “prior checking” 

through the supervisory authority if processing operations are “likely to present specific risks to the rights 

and freedoms of data subjects” under the previous EU data protection law.65) Thus, in some areas, the 

administrative burden of certain controllers has actually been reduced through Art. 35 GDPR, because 

they only need to consult the supervisory in case of a residual high risk (Art. 36 (1) GDPR). This is true at 

least in member states where the national legislation has chosen to implement and enforce a wide range 

for the previous concept of “prior checking”.66) 

The legal term of “high risk” is vague and can only be fully effective through specification and interpreta-

tion. However, it doesn’t seem impossible to bring the concept to life in a joint effort between legislator, 

supervisory authorities, EDPA, the industry and also the courts. As a first manifestation of a risk-based 

approach in EU data protection law, Art. 35 GDPR can serve as a sandbox and a trailblazer for a new 

65) See Art. 20 of the EU-Directive 95/46/EG. 
66) �See the previous German law in Sec. 4d(5) and (6) BDSG (until May 2018): It was limited to “automated processes”, was a responsibility 

of the DPO and didn’t gain much significance (mostly due to a wide reservation of exemption). For more details, see Martini (2018), 
paragraphs 74, 75.
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regulatory perspective on how to deal with the numerous dangers connected to the emergence of new 

data-driven technology. Whether it will slowly replace that current concept of a “general ban with a reser-

vation of authorization” or rather develop into a supplementary extension of the scope of the GDPR will be 

subject of political debate. In any case, the basic idea to link certain (additional) regulatory measures to 

the risk-level that a specified application will presumably bring to the market, can (and should) constitute 

a central element of future legislation concerning algorithmic decision making, Artificial Intelligence and 

other innovative technologies.

Furthermore, the aspect of “engaging stakeholders, including the public”67) that Art. 35(9) GDPR address-

es briefly, stays relatively vague and is not mandatory (“where appropriate”; “shall”). Also, dangers which 

do not stem from the processing of personal data are not covered by Art. 35 GDPR, even though the pos-

sible dangers are not limited to privacy breaches (see Art. 1 (2) GDPR and Recitals 75 and 85 GDPR).68) 

Another main point of criticism against Art. 35 DSGVO has been addressed by Mario Martini:69) He points 

his finger at the fact, that a DPIA has to be documented internally by the controller, but not published for 

a wider audience.70) Thus, the EU-legislator has missed to guarantee a sufficient level of transparency of 

potentially risky data processes and has weakened the control mechanisms against faulty impact assess-

ments. In the worst case, controllers can classify applications with an actual high risk as not risky without 

the public or the supervisory bodies even taking notice. Especially for consumer organizations it could 

be an important tool to be able to take a closer look at the DPIA in order to find out about the general 

architecture and potential impact of an application.

67) Wright et. al. (2013), p. 174.
68) See above C.IV.2.
69) Martini (2017), p. 1022.
70) See also Article 29 Data Protection Working Party (2017), p. 18: “Publishing a DPIA is not a legal requirement of the GDPR.”
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71) Martini (2017), p. 1022. Further thoughts will be found in Martini (2019).
72) �However, the scope of the obligation to publish might be limited in certain cases. See Wright et. al. (2013), p. 175: “If there are security, 

commercial-in-confidence or other competitive reasons for not making a PIA public in full or in part, the organisation should publish a 
redacted version or, as a minimum, a summary.”

73) This demand is shared by Wright et. al. (2013), p. 174.

III. Reform proposals 

Even though the instrument of a DPIA still has to pass the practical test in the EU, some reforms have 

been proposed. They are based on the limitations of Art. 35 GDPR in its current form.

First of all, the transparency of the DPIA could be improved by establishing a legal obligation to publish its 

results, instead of treating it as a mostly internal review mechanism.71) Every consumer could thus gain 

more insight in the risks of a data processing that he is subject of as well as in the countermeasures a 

controller has taken into account. As a result, the degree of public supervision over potentially risky data 

processes could be raised to a high level. Also, there would be a higher incentive for data controllers to 

take the DPIA more seriously if they have to expect attentive actors (such as consumer organizations or 

media outlets) to take a closer look at their results.72) 

To institutionalize the obligation to publish, the EU could establish a registry for DPIAs:73) It could then 

become much easier for the public to access the DPIA of different controllers instead of having to browse 

the website of each application in question. Also the supervisory authorities would gain a better overview 

about the impact assessments conducted by controllers.
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Secondly, the assessment of whether a data processing contains a “high risk” (or not) could be com-

plemented by mechanisms of an external auditing.74) If independent organizations or external service 

providers review the DPIA, it potentially becomes less likely that the internal process of the controller is 

erroneous or intentionally curtailed. A step towards that goal would be to widen the advisory role of the 

DPO in Art. 35(2) GDPR by making his involvement compulsory (“must” instead of “shall”). An obligation 

to implement an external audit could also be laid down for specific cases – for example all data processes 

that are not subject of the white list in Art. 35(5) GDPR. Another possibility would be to make use of the 

certification mechanisms laid down in Art. 42 GDPR to cover at least some aspects of the process that 

leads to a DPIA. 

Thirdly, the EU legislator should think about how to bring the aspect of participation of different stakehold-

ers to full blossoming. Art. 35(9) GDPA should only be seen as a first step of a way “of gathering fresh 

input on the perceptions of the severity of each risk and on possible measures to mitigate these risks”75). 

To give more guidance to those who carry out a DPIA, the supervisory authorities should gather and give 

access to more information (incl. questionnaires, checklists and methodological approaches).76)

Lastly, the scope of the DPIA might fall short of the needs of a widespread control mechanism for software 

applications. In times of growing digitalization of many areas in consumer’s daily life, not only the dangers 

for privacy (or privacy related fields) should be taken into account: An impact assessment could also 

include risks that are not connected purely to the processing of personal data, but stem from other parts 

of an IT-system.77) However, the GDPR is limited by Art. 16 TFEU78): Its scope only covers “the protection 

of individuals with regard to the processing of personal data”. As a result, without fundamental changes 

74) See also Wright et. al. (2013), p. 176.
75) Wright et. al. (2013), p. 174.
76) �See also Wright et. al. (2013), p. 175. A good example for an explanation (incl. a template) is given by the ICO in the UK and can 

be found here https://ico.org.uk/for-organisations/guide-to-the-general-data-protection-regulation-gdpr/accountability-and-governance/
data-protection-impact-assessments/.

77) �About this regulatory idea in the context of an extensive legal analysis of the regulation of algorithmic decision-making and Artificial 
Intelligence, Martini (2019), forthcoming.

78) �Treaty on European Union and the Treaty on the Functioning of the European Union, 2012/C 326/01. See https://eur-lex.europa.eu/
legal-content/EN/TXT/?uri=celex%3A12012E%2FTXT.
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to the legal doctrine of data protection law and its groundwork in the TFEU, the GDPR cannot widen the 

scope of a DPIA without interfering with other fields of regulation (such as anti-discrimination law, food 

safety, health regulation etc.). Even though the impact assessment can consider different fundamental 

rights (see also Art.1 (2) GDPR: “in particular”), the processing of personal data has to stay at its center. 
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IV. Conclusion 

The DPIA is one of the most interesting legal innovations in the GDPR.79) Art. 35 GDPR is based on the 

vast experiences connected to the instrument of impact assessments worldwide – and can be seen as 

a major step towards a more sustainable and privacy-friendly way of developing and marketing digital 

products. It specifies the idea of Privacy by Design into an institutionalizable process. 

At the same time, the DPIA serves as a trial balloon for the concept of a risk-based approach in data 

protection law and beyond. It bears the chance that every processing gets the (legal and factual) handling 

that fits its risk. Even though the regulatory concept of Art. 35 GDPR is complex, it succeeds in distribut-

ing the task to specify the legal terminology to different players, including modes of self-regulation. As a 

result, it might serve as a reference model for the legal handling of new technologies.

Whether the DPIA turns out as a success doesn’t only depend on the data industry and their willingness 

to embrace the ideal of developing ethical and privacy-friendly IT-products. It will vastly be up the super-

visory authorities and their EU-wide collaboration to keep highly profitable data-driven market segments 

at bay and establish a healthy balance between economical and societal interests. For that, the member 

states have to equip them with sufficient resources – only then will they be able to fulfill their various 

duties. 

Additionally, the supervisory authorities should pay close attention to guide (especially small and medium 

size) companies through the new bureaucratic burdens, thus fulfilling their advisory role. At the same 

79) Martini (2018), paragraph 1.
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time, they should observe closely whether the self-assessment about a potential initial and residual high 

risk has been rightly placed solely in the hands of the controller.

Despite all positive expectations, the practical test of the DPIA still has to pass its field test – as does 

the GDPR as a whole. But as the “California Consumer Privacy Act" from 2018 shows, the European ap-

proach to privacy regulation has already inspired other legislative bodies – notably reaching closer to the 

highly innovative and profitable data companies in the Silicon Valley. In the end, only time will reveal if the 

GDPR will turn out as a small or a giant leap for mankind.
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Annex: Relevant provisions and recitals of the GDPR

Art. 35 GDPR

Data protection impact assessment

1. �1Where a type of processing in particular using new technologies, and taking into account the nature, 

scope, context and purposes of the processing, is likely to result in a high risk to the rights and free-

doms of natural persons, the controller shall, prior to the processing, carry out an assessment of the 

impact of the envisaged processing operations on the protection of personal data. 2A single assess-

ment may address a set of similar processing operations that present similar high risks.

2. �The controller shall seek the advice of the data protection officer, where designated, when carrying out 

a data protection impact assessment.

3. �A data protection impact assessment referred to in paragraph 1 shall in particular be required in the 

case of: 

1. �a systematic and extensive evaluation of personal aspects relating to natural persons which 

is based on automated processing, including profiling, and on which decisions are based that 

produce legal effects concerning the natural person or similarly significantly affect the natural 

person;

2. �processing on a large scale of special categories of data referred to in Article 9(1), or of personal 

data relating to criminal convictions and offences referred to in Article 10; or

3. a systematic monitoring of a publicly accessible area on a large scale.



30       한국법제연구원

Issue Paper  |  Data Protection Impact Assessment (Art. 35 GDPR) as a Tool of Privacy Regulation

4. �1The supervisory authority shall establish and make public a list of the kind of processing operations 

which are subject to the requirement for a data protection impact assessment pursuant to paragraph 

1. 2The supervisory authority shall communicate those lists to the Board referred to in Article 68.

5. �1The supervisory authority may also establish and make public a list of the kind of processing opera-

tions for which no data protection impact assessment is required. 2The supervisory authority shall 

communicate those lists to the Board.

6. �Prior to the adoption of the lists referred to in paragraphs 4 and 5, the competent supervisory authority 

shall apply the consistency mechanism referred to in Article 63 where such lists involve processing 

activities which are related to the offering of goods or services to data subjects or to the monitoring of 

their behaviour in several Member States, or may substantially affect the free movement of personal 

data within the Union.

7. The assessment shall contain at least: 

1. �a systematic description of the envisaged processing operations and the purposes of the pro-

cessing, including, where applicable, the legitimate interest pursued by the controller;

2. �an assessment of the necessity and proportionality of the processing operations in relation to 

the purposes;

3. �an assessment of the risks to the rights and freedoms of data subjects referred to in paragraph 

1; and

4. �the measures envisaged to address the risks, including safeguards, security measures and 

mechanisms to ensure the protection of personal data and to demonstrate compliance with 

this Regulation taking into account the rights and legitimate interests of data subjects and other 

persons concerned.

8. �Compliance with approved codes of conduct referred to in Article 40 by the relevant controllers or pro-

cessors shall be taken into due account in assessing the impact of the processing operations performed 

by such controllers or processors, in particular for the purposes of a data protection impact assessment.
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9. �Where appropriate, the controller shall seek the views of data subjects or their representatives on 

the intended processing, without prejudice to the protection of commercial or public interests or the 

security of processing operations.

10. �Where processing pursuant to point (c) or (e) of Article 6(1) has a legal basis in Union law or in the 

law of the Member State to which the controller is subject, that law regulates the specific processing 

operation or set of operations in question, and a data protection impact assessment has already been 

carried out as part of a general impact assessment in the context of the adoption of that legal basis, 

paragraphs 1 to 7 shall not apply unless Member States deem it to be necessary to carry out such 

an assessment prior to processing activities.

11. �Where necessary, the controller shall carry out a review to assess if processing is performed in ac-

cordance with the data protection impact assessment at least when there is a change of the risk 

represented by processing operations.

Art. 36 GDPR

Prior consultation

1. �The controller shall consult the supervisory authority prior to processing where a data protection 

impact assessment under Article 35 indicates that the processing would result in a high risk in the 

absence of measures taken by the controller to mitigate the risk.

2. �1Where the supervisory authority is of the opinion that the intended processing referred to in para-

graph 1 would infringe this Regulation, in particular where the controller has insufficiently identified 

or mitigated the risk, the supervisory authority shall, within period of up to eight weeks of receipt of 

the request for consultation, provide written advice to the controller and, where applicable to the pro-

cessor, and may use any of its powers referred to in Article 58. 2That period may be extended by six 

weeks, taking into account the complexity of the intended processing. 3The supervisory authority shall 

inform the controller and, where applicable, the processor, of any such extension within one month of 

receipt of the request for consultation together with the reasons for the delay. 4Those periods may be 
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suspended until the supervisory authority has obtained information it has requested for the purposes 

of the consultation.

3. �When consulting the supervisory authority pursuant to paragraph 1, the controller shall provide the 

supervisory authority with: 

1. �where applicable, the respective responsibilities of the controller, joint controllers and processors 

involved in the processing, in particular for processing within a group of undertakings;

2. the purposes and means of the intended processing;

3. �the measures and safeguards provided to protect the rights and freedoms of data subjects pur-

suant to this Regulation;

4. where applicable, the contact details of the data protection officer;

5. the data protection impact assessment provided for in Article 35; and

6. any other information requested by the supervisory authority.

4. �Member States shall consult the supervisory authority during the preparation of a proposal for a leg-

islative measure to be adopted by a national parliament, or of a regulatory measure based on such a 

legislative measure, which relates to processing.

5. �Notwithstanding paragraph 1, Member State law may require controllers to consult with, and obtain 

prior authorisation from, the supervisory authority in relation to processing by a controller for the per-

formance of a task carried out by the controller in the public interest, including processing in relation 

to social protection and public health.

Recital 75 

The risk to the rights and freedoms of natural persons, of varying likelihood and severity, may result from 

personal data processing which could lead to physical, material or non-material damage, in particular: 

where the processing may give rise to discrimination, identity theft or fraud, financial loss, damage to the 
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reputation, loss of confidentiality of personal data protected by professional secrecy, unauthorised rever-

sal of pseudonymisation, or any other significant economic or social disadvantage; where data subjects 

might be deprived of their rights and freedoms or prevented from exercising control over their personal 

data; where personal data are processed which reveal racial or ethnic origin, political opinions, religion 

or philosophical beliefs, trade union membership, and the processing of genetic data, data concerning 

health or data concerning sex life or criminal convictions and offences or related security measures; 

where personal aspects are evaluated, in particular analysing or predicting aspects concerning perfor-

mance at work, economic situation, health, personal preferences or interests, reliability or behaviour, 

location or movements, in order to create or use personal profiles; where personal data of vulnerable 

natural persons, in particular of children, are processed; or where processing involves a large amount of 

personal data and affects a large number of data subjects.

Recital 84 

1In order to enhance compliance with this Regulation where processing operations are likely to result 

in a high risk to the rights and freedoms of natural persons, the controller should be responsible for 

the carrying-out of a data protection impact assessment to evaluate, in particular, the origin, nature, 

particularity and severity of that risk. 2The outcome of the assessment should be taken into account 

when determining the appropriate measures to be taken in order to demonstrate that the processing of 

personal data complies with this Regulation. 3Where a data-protection impact assessment indicates that 

processing operations involve a high risk which the controller cannot mitigate by appropriate measures 

in terms of available technology and costs of implementation, a consultation of the supervisory authority 

should take place prior to the processing.

Recital 89 

1Directive 95/46/EC provided for a general obligation to notify the processing of personal data to the 

supervisory authorities. 2While that obligation produces administrative and financial burdens, it did not in 

all cases contribute to improving the protection of personal data. 3Such indiscriminate general notification 
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obligations should therefore be abolished, and replaced by effective procedures and mechanisms which 

focus instead on those types of processing operations which are likely to result in a high risk to the rights 

and freedoms of natural persons by virtue of their nature, scope, context and purposes. 4Such types of 

processing operations may be those which in, particular, involve using new technologies, or are of a new 

kind and where no data protection impact assessment has been carried out before by the controller, or 

where they become necessary in the light of the time that has elapsed since the initial processing.

Recital 90 

1In such cases, a data protection impact assessment should be carried out by the controller prior to the 

processing in order to assess the particular likelihood and severity of the high risk, taking into account the 

nature, scope, context and purposes of the processing and the sources of the risk. 2That impact assess-

ment should include, in particular, the measures, safeguards and mechanisms envisaged for mitigating 

that risk, ensuring the protection of personal data and demonstrating compliance with this Regulation.

Recital 91 

1This should in particular apply to large-scale processing operations which aim to process a consider-

able amount of personal data at regional, national or supranational level and which could affect a large 

number of data subjects and which are likely to result in a high risk, for example, on account of their 

sensitivity, where in accordance with the achieved state of technological knowledge a new technology is 

used on a large scale as well as to other processing operations which result in a high risk to the rights 

and freedoms of data subjects, in particular where those operations render it more difficult for data sub-

jects to exercise their rights. 2A data protection impact assessment should also be made where personal 

data are processed for taking decisions regarding specific natural persons following any systematic 

and extensive evaluation of personal aspects relating to natural persons based on profiling those data 

or following the processing of special categories of personal data, biometric data, or data on criminal 

convictions and offences or related security measures. 3A data protection impact assessment is equally 

required for monitoring publicly accessible areas on a large scale, especially when using optic-electronic 
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devices or for any other operations where the competent supervisory authority considers that the pro-

cessing is likely to result in a high risk to the rights and freedoms of data subjects, in particular because 

they prevent data subjects from exercising a right or using a service or a contract, or because they are 

carried out systematically on a large scale. 4The processing of personal data should not be considered 

to be on a large scale if the processing concerns personal data from patients or clients by an individual 

physician, other health care professional or lawyer. 5In such cases, a data protection impact assessment 

should not be mandatory.

Recital 92 

There are circumstances under which it may be reasonable and economical for the subject of a data 

protection impact assessment to be broader than a single project, for example where public authorities 

or bodies intend to establish a common application or processing platform or where several controllers 

plan to introduce a common application or processing environment across an industry sector or segment 

or for a widely used horizontal activity.

Recital 93 

In the context of the adoption of the Member State law on which the performance of the tasks of the 

public authority or public body is based and which regulates the specific processing operation or set of 

operations in question, Member States may deem it necessary to carry out such assessment prior to the 

processing activities.

Recital 94 

1Where a data protection impact assessment indicates that the processing would, in the absence of 

safeguards, security measures and mechanisms to mitigate the risk, result in a high risk to the rights 

and freedoms of natural persons and the controller is of the opinion that the risk cannot be mitigated 

by reasonable means in terms of available technologies and costs of implementation, the supervisory 
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authority should be consulted prior to the start of processing activities. 2Such high risk is likely to result 

from certain types of processing and the extent and frequency of processing, which may result also in a 

realisation of damage or interference with the rights and freedoms of the natural person. 3The supervisory 

authority should respond to the request for consultation within a specified period. 4However, the absence 

of a reaction of the supervisory authority within that period should be without prejudice to any intervention 

of the supervisory authority in accordance with its tasks and powers laid down in this Regulation, includ-

ing the power to prohibit processing operations. 5As part of that consultation process, the outcome of a 

data protection impact assessment carried out with regard to the processing at issue may be submitted 

to the supervisory authority, in particular the measures envisaged to mitigate the risk to the rights and 

freedoms of natural persons. 

Recital 95 

The processor should assist the controller, where necessary and upon request, in ensuring compliance 

with the obligations deriving from the carrying out of data protection impact assessments and from prior 

consultation of the supervisory authority.
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